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Abstract -- The U.S. Air Force procures many launch 

vehicles and launch vehicle services to place their 

satellites at their desired location in space. The 

equipment on-board these satellite and launch vehicle 

often suffer from premature failures that result in the 

total loss of the satellite or a shortened mission life 

sometimes requiring the purchase of a replacement 

satellite and launch vehicle. The Air Force uses its EELV 

to launch its high priority satellites. Due to a rise in the 

cost of purchasing a launch using the Air Force’s EELV 

from $72M in 1997 to as high as $475M per launch 

today, the Air Force is working to replace the EELV with 

a reusable space booster (RSB). The RSB will be similar 

in design and operations to the recently cancelled NASA 

reusable space booster known as the Space Shuttle. If the 

Air Force uses the same process that procures the EELV 

and other launch vehicles and satellites, the RSB will also 

suffer from premature equipment failures thus putting 

the payloads at a similar high risk of mission failure. The 

RSB is expected to lower each launch cost by 50% 

compared to the EELV. The development of the RSB 

offers the Air Force an opportunity to use a new 

reliability paradigm that includes a prognostic and 

health management program and a condition-based 

maintenance program. These both require using 

intelligent, decision making self-prognostic equipment 

The prognostic and health management program and its 

condition-based maintenance program allows increases 

in RSB equipment usable life, lower logistics and 

maintenance costs, while increasing safety and mission 

assurance. The PHM removes many decisions from 

personnel that, in the past resulted in catastrophic 

failures and loss of life. Adding intelligent, decision-

making self-prognostic equipment to the RSB will 

further decrease launch costs while decreasing risk and 

increasing safety and mission assurance. 
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I. INTRODUCTION 

 

The Air Force is working develop a reusable space booster 

referred to as the next generation reusable space booster 

(NGRSB) by 2020 to replace the expendable Atlas V and 

Delta IV launch vehicles known as the EELV.  It would use 

a vertical launch with a horizontal landing. 

 

Initial steps under the RBS program include flight and 

ground experiments as well as demonstrations to address 
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aeromechanics, configuration, and flight performance; 

structures and materials; flight controls and health 

management; flight systems and propulsion; and ground 

systems and operations. The technology road map is 

expected to support the eventual development of two 

versions of the RBS: a single, reusable first stage and 

expendable cryogenic upper stage for medium-lift missions; 

and two reusable boosters, cryogenic core stage and upper 

stage for heavy-lift and growth missions. 

 

 
 

Figure 1. An Artist’s Concept for the Air Force’s Next 

Generation Reusable Space Booster 

 

Although the amount of the initial contracts are only $2 

million each, the agreements are potentially worth up to 

$250 million over the next five year. The awards come on 

the eve of budget cutbacks and appear to underline the 

importance the Air Force attaches to a concept that promises 

to slash launch costs by more than 50% compared to the 

conventional Evolved Expendable Launch Vehicle (EELV). 

 

The RBS consists of a vertically launched reusable first 

stage and expendable upper stages. After deploying the 

upper stack containing the payload, the rocket-powered, 

winged first stage will return to make an autonomous, 

aircraft-like horizontal landing near the launch site. 

Although this and similar jet-powered concepts have been 

proposed over the years, the Air Force Research 

Laboratory’s RBS Flight and Ground Experiments (RBS-

FGE) program is the first to support a funded demonstrator, 

as well as the first to form part of a sanctioned Air Force 

Space Command space lift plan. 

 

However, the RBS faces major technology hurdles on the 

path to planned deployment beyond 2025, when it could 

begin to replace the current Atlas V and Delta IV vehicles. 

At the top of the list of challenges is a preferred “rocket-

back” maneuver, which was selected by the AFRL over 

first-stage designs that glide back to land or return using 

high-speed turbine engines. The focus for the RBS-FGE 

design is a liquid oxygen/kerosene rocket-powered vehicle 

that will be able to achieve staging at a higher Mach number 

than the other options. 

Following release of the second stage, which could also 

evolve to a fully reusable vehicle, the first stage will turn 

around 180 deg. so that its rocket engine is firing in the 

direction of the velocity vector. This rocket-back maneuver, 

involving extremely high angles of attack and sideslip, will 

be tested by a sub-scale RBS Pathfinder vehicle. 

 

The AFRL will select the winning Pathfinder design in the 

second half of 2012, with flight tests expected to begin in 

2015 and run into 2016. Individual contractor designs 

remain under wraps, but all are similar to the 15-ft.-long 

reference target Pathfinder that AFRL revealed in 2010, and 

all are expected to be ground- or air-launched on up to three 

flights to test different rocket-back maneuvers. 

 

A follow-on reusable booster demonstrator (RBD) is 

expected to follow the Pathfinder into the air within five or 

six years. The RBD, likely to be allocated as an X-plane 

demonstrator, will be highly representative of the 

operational unmanned, reusable booster. Overall 

configuration is expected to be similar to that outlined by the 

Air Force in 2010, which indicated an overall length of 60 

ft., span of 34 ft., 9-ft.-dia. body and gross liftoff weight 

around 230,000 lb. Early concept details also showed the 

demonstrator could be powered by a liquid-oxygen/kerosene 

RD-180 EELV engine. Another AFRL demonstration 

program, called Hydrocarbon Boost, is developing a large 

liquid-oxygen/kerosene rocket engine for the full-size 

booster. 

 

 
 

Figure 2. The Classified Boeing/NASA/Air Force 30 ft. 

X-37, Human Rated Reusable Spacecraft  

 

Figure 2 is the NASA/Air Force classified, Boeing/NASA 

X-37, manned spacecraft launched several times to obtain 

flight and handling characteristics data for the future 

reusable space booster at mach 25-reentry velocity hoping to 

obtain information that will allow the Air Force to quantify 

flight behavior to include in the contractor procurement 

documents for the RSB.  

 

The latest work follows parallel research studies conducted 

into the RBS concept. These aimed to achieve a better 

understanding of the RBS trade space and, in particular, the 

flight dynamics, flight control and technological impacts 

associated with several unproven RBS flight maneuvers. The 

studies focused on the rocket-back and return-to-launch sites 

and also the booster-phase abort and upper-stage separation. 
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The Air Force Research Laboratory (AFRL) and the Air 

Force Space and Missile Systems Center are developing the 

RBS as the next generation launch vehicle that will 

significantly improve the affordability, operability and 

responsiveness of future space lift capabilities over current 

expendable launchers. 

 

Initial RBS Flight and Ground Experiments task orders will 

provide for an RBS flight demonstration vehicle called RBS 

Pathfinder scheduled to launch in 2015. The RBS Pathfinder 

is an innovative reusable, winged, rocket-powered flight test 

vehicle that will demonstrate the Reusable Booster Systems’ 

“rocketback” maneuver capabilities and validate the system 

requirements that will drive refinements in the design of the 

operational RBS. 

 

The performance of the RSB has been defined by the Air 

Force as that of the EELV, offering the Air Force an 

opportunity to design a reliability-centered RSB rather than 

an exotic performance based RSB. The only other 

requirements released were availability and reliability, which 

can be achieved using a prognostic and health management 

(PHM) program and a condition-based maintenance (CBM) 

program. A PHM includes the use of a scientific analysis 

called a prognostic analysis that if done prior to launch, will 

identify the information if interpreted properly to prevent a 

failure from occurring. If the prognostic analysis is 

completed after a failure occurs, it identifies the information 

that was ignored and could have been used to prevent a 

failure from occurring (see sections V and VI). Just as a 

failure analysis uses past equipment performance data to 

quantify current equipment status and behavior, a prognostic 

analysis uses the same equipment data to predict remaining 

usable life.  

 

The reusable space booster (RSB) is being studied by several 

agencies within the Air Force hoping to use vehicle Isp 

performance as the RSB design driver rather than reliability, 

maintainability, serviceability and supportability.  

 

A RSB offer the Air Force a 50% reduction in launch costs 

and can be supported much as an Air Force fighter aircraft 

rather than a single-use rocket allowing the latest in 

reliability technology and logistic systems to be employed. 
[1] 

In 1998, the cost to launch an EELV was $72M. 

Depending on the mission specific non-recurring 

engineering (NRE) cost and the number of launches per 

year, price quotes have been released as high as $475M per 

launch. 
2
In 2012, a launch cost was $435M each in a bundle 

of four launches.  

 

Table 1 is cost comparison done by SpaceX, the builder of 

the Falcon launch vehicle. SpaceX won a launch services 

contract from NASA to bring supplies to the International 

Space Station and so is a viable launch vehicle supplier. The 

cost comparison is between a new proposed Falcon launch 

vehicle and the EELV. It shows that SpaceX can provide 

launch services comparable to the EELV at dramatically 

lower cost.  

CATEGORY ULA SpaceX 

Capability 

Sustainment 

(independent of 

number of launches) 

$1B (+ TBD $ for 

NRO classified 

missions) 

$0 

 

Cost per launch 

(medium class) 
$180M $75M 

Cost per launch 

(heavy class) 
$350M $125M 

Total Launch Costs* $1.7B $1B 

Total Cost of 

Current Program 

$2.7 Billion + TBD 

classified portion 
$1B 

 

Table 1. A Comparison of Cost for the ULA EELV and 

an Upgraded SpaceX Falcon Launch Vehicle. 
[2] 

 

Unlike the expendable launch vehicles, the RSB will 

function as an aircraft during a brief portion of its flight and 

as a space booster to get its payload to space much as the 

NASA Space Shuttle did.  The high weight of the landing 

gear with a full payload keeps the RSB as a vertical launch, 

allowing the RSB to land much as an unpowered glider. 

 

As a reusable booster, the RSB can benefit from using the 

same logistical program adopted by the Air Force’s F-35 

Joint Strike Fighter in which the life-cycle cost was 

decreased by 50% over other Air Force jet fighters by using 

a condition-based maintenance (CBM) program, also known 

as predictive maintenance program (PMP). The F-35 won 

DOD funding during peacetime with no super power enemy 

defined. It did so due to the inexpensive life cycle cost from 

the CBM. All future manned and unmanned fighter aircraft 

will use the CBM. The F-35 CBM program is being back-

fitted on existing Navy and Air Force fighters that use a 

routine based maintenance program to lower the life-cycle 

cost.  In September 2012, Boeing announced it is using 

intelligent, decision-making self-prognostic avionics 

equipment on all it future 787 series commercial aircraft.  
 

The RSB will function as an aircraft during a brief portion of 

its flight and as a space booster to get its payload to space. 

As a reusable aircraft, the RSB can benefit using the same 

logistical program adopted by the Air Force’s F-35 Joint 

Strike Fighter in which the life-cycle cost was decreased by 

50% by using a condition-based maintenance (CBM) 

program, also known as predictive maintenance program 

(PMP), over all previous jet fighter aircraft. The CBM 

program is being back-fitted on existing Navy and Air Force 

fighters that use a routine based maintenance program to 

lower the life-cycle cost.  The F-35 won funding during 

peacetime with no super power enemy defined. It did so due 

to the inexpensive life cycle cost from the CBM. All future 

manned and unmanned fighter aircraft will use the CBM.  
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Figure 3. The Air Force $300M F-35 JSF uses Intelligent, 

Decision-Making Equipment Employing Embedded 

Predictive Algorithms throughout All Avionics 

Equipment 

 

Figure 3 is the $300M Air Force F-35 Joint Strike Fighter 

that employs intelligent, decision-making self-prognostic 

equipment to increase usable life while lowering operational 

costs of the aircraft. 

 

 

II. WHY IS TELEMETRY CRITICAL TO 

MISSION SUCCESS? 

 
[4] 

An analog telemetry interface is embedded in circuits and 

mechanisms and so the information from a telemetry circuit 

is equipment performance related information. Performance 

information is information about how well equipment is 

functioning only. For equipment that passes performance 

testing, how well equipment is operating is unrelated to how 

long the equipment will operate because performance is 

unrelated to usable life.  
 

[6] 
Because spacecraft manufacturers do not measure and 

confirm spacecraft subsystem equipment usable life before 

launch, spacecraft reliability is dominated by infant 

mortality failures. These failures are caused from parts with 

accelerated aging that go undetected during performance 

testing during ATP.
[6]

 Premature equipment failures occur 

after the spacecraft equipment has been exhaustively and 

comprehensively performance tested twice in factory 

equipment-level and vehicle-level acceptance-testing 

programs (ATP) demonstrating that performance testing of 

equipment is inadequate for producing equipment that won’t 

fail prematurely. 

 

Spacecraft equipment remaining usable life is measured by 

using the equipment analog telemetry (equipment 

performance data) generated during factory ATP to measure 

and confirm contractual equipment performance. The 

measurement of equipment usable life is done by using 

proprietary predictive algorithms to process the SAME 

equipment analog telemetry behavior to measure and 

confirm equipment usable life. These measurements identify 

the equipment that will fail prematurely for replacement 

before launch ensuring that every launch is a success.  

III. THE GAME CHANGING TECHNOLOGY 

USING PROPRIETARY PREDICTIVE 

ALGORITHMS TO MEASURE EQUIPMENT 

USABLE LIFE CONTINUOUSLY 

 

The current procurement contracts used to purchase launch 

vehicles, launch vehicle services and spacecraft do not 

require companies to identify the equipment that will fail 

prematurely for replacement before launch. The space 

vehicle procurement contract require companies to measure 

and confirm equipment performance, and for many decades 

it was believed that equipment that passes performance 

testing are more likely to meet mission life requirements 

even though there is no relationship between performance 

and usable life.  

 

A PHM includes the use of predictive algorithms that 

illustrate the presence of accelerated aging in equipment 

telemetry. Telemetry was developed to measure equipment 

performance and predictive algorithms convert the 

equipment performance data into a measurement of 

equipment usable life. Predictive algorithm includes a series 

of actions, resulting in a scientific analysis (a.k.a. prognostic 

analysis), made by personnel trained to identify the presence 

of accelerated aging that is related to equipment end-of-life.  

 
[7]

Accelerated aging is caused from at least one part that is 

decreasing in performance faster than all other parts and 

eventually causes non-repeatable transient events (NRTE) in 

analog telemetry or performance data of any type. In the past 

when processing speeds were low and software used in test 

caused glitches that resulted in an NRTE, all NRTE’s were 

misdiagnosed from test equipment or communications 

resources and ignored. With processing speeds in GHz and 

telemetry remaining inn Hz and KHz, any NRTE is caused 

from the equipment or product under test.  The behavior in 

telemetry that is illustrated by predictive algorithms is not 

been identifiable using an engineering analysis.  

 

Using predictive algorithms as part of a prognostic and 

health management program will prevent surprise and 

premature failures from occurring. Using diagnostic 

technology, personnel are trained to react with an 

engineering analysis called a failure analysis after a failure 

occurs. An engineering analysis allows speculation and 

conjecture when insufficient engineering data is available for 

a more conclusive result, thus often associating the failure 

with the wrong cause.  

 

The relationship identified between time-series diagnostic 

data such as equipment telemetry (performance information) 

and equipment remaining usable life is defined in Figure 4. 

The “analyze operator” in Figure 4 is the predictive 

algorithms. In predictive diagnostics, the analysis of 

diagnostic data /analog telemetry results in a diagnostic 

analysis (current technology). The analysis of the results 

from the diagnostic data is prognostic data. The analysis of 

the results from the prognostic data is prednostic data - 
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which is the equipment remaining usable life. In a 

prognostic or scientific analysis, the “analysis” operator is 

accomplished by the predictive algorithms.  

 

 
 

Figure 4. The Relationship between (Time-Series), 

Diagnostic Results (Diagnostics), Prognostic Results 

(Prognosis) and Prednostic Analysis (Remaining Usable 

Life).  

 

Table 2 is an example of a list of proprietary dynamic, data-

driven predictive algorithms for measuring spacecraft 

equipment usable life in days/weeks/months. These 

algorithms were used successfully on commercial, military 

and NASA spacecraft and launch vehicles and pioneered on 

the 12 Air Force/Boeing GPS Block I satellites. 
[5] 

 

Table 2. List of Proprietary Data-Driven Predictive 

Algorithms for Measuring Spacecraft Equipment 

Remaining Usable Life 
12

 

 

Algorithm Purpose of Algorithm 

Baseline 

Analysis 

Identifies short and long term normal 

data behavior 

Change 

Analysis 

Determines change from normal 

behavior. 

Comparison 

Analysis 

Determines when a change in normal 

behavior is occurring 

Day of Failure 
Search large data sets for common 

behavior during the same time 

Digital 

Processing 

Replaces outliers improving image 

accuracy and resolution 

Discrimination 

Analysis 

Identify behavior that has changed 

from normal behavior 

Mathematical 

Modeling 

Generates normal behavior from an 

inadequate data 

Multi-Variant 

Limit Analysis 

Simultaneous analysis across several 

variables 

Rate Change 

Analysis 

Identifies magnitude of change of 

behavior 

Remaining 

Usable Life 
Determines remaining usable life 

Statistical 

Sampling 

Reduces amount of data without 

eliminating desired behavior 

State Change 

Analysis 
Identifies data to be evaluated 

Super 

Impositioning 

Identifies data to be analyzed further 

for failure signature 

Super 

Precision 
Improves data integrity 

Telemetry 

Authentication 
Improves data integrity 

Virtual 

Telemetry 

Creates normal data behavior when 

none is available 

Data 

Integration 
Creates image for analysis 

Dataset 

Generation 

Creates data set manually when access 

is not available 
[11] 

Predicting an accurate time-to-failure (TTF) after the early signs 

of premature aging/failure are identified, we use the cumulative 

distribution curve developed from our proprietary database of 

equipment failures we have analyzed over 30-years on launch 

vehicles and satellites. [8] 
 

 

IV. COMPARISON BETWEEN MAINTENANCE 

PROGRAMS 

 
The goal of maintenance is to avoid or mitigate the 

consequences of failure of equipment. This may be done by 

preventing the failure before it occurs. It is designed to 

preserve and restore equipment reliability by replacing worn 

components before they fail. Preventive maintenance 

activities include partial or complete overhauls at specified 

periods, oil changes, lubrication and so on. In addition, 

workers can record equipment deterioration so they know to 

replace or repair worn parts before they cause system failure. 

The ideal preventive maintenance program would prevent all 

equipment failure before it occurs. 
[9]

 

 

Reactive Maintenance Program - Maintenance is 

performed only after a machine fails or experiences 

problems.  

 

Preventive Maintenance Program - Preventive 

maintenance can be described as the maintenance of 

equipment or systems before fault occur. It can be divided 

into planned maintenance and condition-based maintenance. 

The main difference is determination of maintenance time, 

or determination of moment when maintenance should be 

performed. While preventive maintenance is generally 

considered worthwhile, there are risks such as equipment 

failure or human error involved when performing preventive 

maintenance, just as in any maintenance operation. 

Preventive maintenance as scheduled overhaul or scheduled 

replacement provides two of the three proactive failure 

management policies available. Preventive maintenance is 

conducted to keep equipment working and/or extend the life 

of the equipment while corrective maintenance, sometimes 

called "repair," is conducted to get equipment working 

again. 

 

Predictive Maintenance Program - Predictive maintenance 

techniques help determine the condition of in-service 

equipment to predict when maintenance should be 

http://en.wikipedia.org/wiki/Planned_maintenance
http://en.wikipedia.org/wiki/Condition-based_maintenance
http://en.wikipedia.org/wiki/Time
http://en.wikipedia.org/wiki/Human_reliability
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performed. This approach offers cost savings over routine or 

time-based preventive maintenance, because tasks are 

performed only when warranted. The main value of 

predicted maintenance is to allow convenient scheduling of 

corrective maintenance, and to prevent unexpected 

equipment failures. The key is "the right information in the 

right time.” By knowing which equipment needs 

maintenance, maintenance work can be better planned (spare 

parts, people etc.) and what would have been "unplanned 

stops" are transformed to shorter and fewer "planned stops,” 

thus increasing plant availability. Other advantages include 

increased equipment lifetime, increased safety, fewer 

surprise accidents with negative impact, and optimized spare 

parts handling. 

 

Condition-based maintenance, attempts to evaluate the 

condition of equipment by performing periodic or 

continuous (online) equipment condition monitoring. The 

ultimate goal of predictive maintenance is to perform 

maintenance at a scheduled point in time when the 

maintenance activity is most cost-effective and before the 

equipment loses performance within a threshold.  

 
Figure 5. The Cost of Different Maintenance 

Programs. (Appleby Reliability, 2012) 
16 

This is in contrast to time- and/or operation count-based 

maintenance, where a piece of equipment is maintained whether it 

needs it or not. Time-based maintenance is labor intensive, 

ineffective in identifying problems that develop between scheduled 

inspections, and is not cost-effective. 
 

The "predictive" component of predictive maintenance stems 

from the goal of predicting the future trend of the 

equipment's condition. This approach uses principles of 

statistical process control to determine at what point in the 

future maintenance activities will be appropriate. Most 

predictive analysis is performed while equipment is in 

service, thereby minimizing disruption of normal system 

operations.  

 

Reliability-Centered Maintenance Program - Emphasizes 

the use of predictive maintenance techniques in addition to 

traditional preventive measures. When properly 

implemented, RCM provides the tools for achieving lowest 

asset Net Present Costs (NPC) for a given level of 

performance and risk. One area that many times is 

overlooked is how to, in an efficient way, transfer the 

predictive maintenance data to a Computerized Maintenance 

Management System (CMMS) system so that the equipment 

condition data is sent to the right equipment object in the 

CMMS system in order to trigger maintenance planning, 

execution and reporting. Unless this is achieved, the solution 

is of limited value, at least if the predictive maintenance 

solution is implemented on a medium to large system with 

tens of thousands pieces of equipment.  

 

V. USING A RELIABILITY CENTERED, CBM 

WITH THE AIR FORCE’S REUSABLE SPACE 

BOOSTER 

 

Autonomic Logistics (AL) is a seamless, embedded solution 

that integrates current performance, operational parameters, 

current configuration, scheduled upgrades and maintenance, 

component history, predictive diagnostics (prognostics) and 

health management, and service support based on the CBM 

program used on the Air Force’s F-35. Essentially, AL does 

invaluable and efficient behind-the-scenes monitoring, 

maintenance and prognostics to support the aircraft and 

ensure its continued good health. 

 

Commonality: Commonality is the key to affordability – on 

the assembly line; in shared platforms; in common space 

systems that enhance maintenance, field support and service 

interoperability; and in almost 100 percent commonality of 

the avionics suite. Component commonality across all three 

variants reduces unique spares requirements and the logistics 

footprint. In addition to reduced flyaway costs, the CBM is 

designed to integrate new technologies easily during its 

entire life cycle. 

 

 
 

Figure 6. An Artist Concept for the Low Cost, Highly 

Supportable Air Force Next Generation Reusable Space 

Booster for Replacing the Air Force‘s EELV Based on 

the 1950’s U.S. ICBM Reactive Reliability Paradigm. 

 

The RSB can benefit from a CBM by exploiting the key 

elements of the CBM, affordability, survivability, 

maintainability and supportability. This is done by enhance 

flight safety, increase system availability, eliminate false 

alarms such as CND’s and RTOK’s during maintenance and 

reduced life cycle costs 

http://en.wikipedia.org/wiki/Preventive_maintenance
http://en.wikipedia.org/wiki/Condition_monitoring
http://en.wikipedia.org/wiki/Reliability_centered_maintenance
http://en.wikipedia.org/wiki/Computerized_Maintenance_Management_System
http://en.wikipedia.org/wiki/Computerized_Maintenance_Management_System
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Autonomic Logistics (AL): The CBM autonomic logistics 

system monitors the health of the aircraft systems in flight; 

downlink that information to the ground; and trigger 

personnel, equipment and parts to be pre-positioned for 

quick turnaround of the aircraft. The AL is a natural 

evolution of legacy diagnostic capabilities coupled with the 

added functions, capabilities, and benefits offered by new 

space flight proven technologies. 

 

Ultimately, this automated approach results in higher launch 

rates necessary to support planned scheduled flight rates and 

increases in military space missions without any 

improvements. Autonomic logistics is also something of a 

mind reader. Through a system called prognostics and health 

management, computers use accumulated data to keep track 

of when a part is predicted to fail. With this aid, maintainers 

can fix or replace a part before it fails and keep the aircraft 

ready to fly. Like the rest of the program, the autonomic 

logistics system is on a fast track. It has to be available to 

support the air vehicle during operational test and 

evaluation. 

 

Because logistics support accounts for two-thirds of a 

reusable boosters life cycle cost, a reusable space booster 

will achieve unprecedented levels of reliability and 

maintainability, combined with a highly responsive support 

and training system linked with the latest in information 

logistical information and technology. The spacecraft will be 

ready for fight anytime and anywhere. 
 

[15]
 The F-35 is designed to reduce operational and support 

costs by increasing equipment reliability and reducing 

required maintenance. Such high reliability enables rapid 

deployment with minimum support equipment. The cost to 

operate and maintain the F-35 is 50 percent less than that for 

the aircraft it replaced. For decades, the concept of repairing 

new aircraft came only after the aircraft was built. Then, it 

had to conform to an existing logistics structure.  The JSF 

autonomic logistics is built concurrently with the air vehicle 

and that it performs with a level of information accuracy, 

best value, and total life cycle cost from the start. 

 

 

VI. RESULTS FROM THE PROGNOSTIC 

ANALYSIS COMPLETED ON THE 1986 NASA 

REUSABLE SPACE BOOSTER (SPACE SHUTTLE) 

CHALLENGER ACCIDENT
 [11]

 

 

The NASA Space Shuttles were designed using 1960’s 

technology and a reactionary strategy to equipment failures. 

The technical decisions made in a reactionary paradigm 

ensure that the data is generated, collected and available for 

a failure analysis to be completed.
[10]

 The results from a 

failure analysis is used to make changes so the failure will 

not reoccur. Using a PHM, a preventive strategy is used and 

the decisions made to prevent a failure from occurring are 

different that reacting to a failure after one occurs. 

 

In 2006, the CBS television show “60 Minutes” released 

information about the NASA Challenger Space Shuttle 

failure  that the manager for the Challenger solid rocket 

motors had predicted the failure of the solid rocket motor 

seals and that both his management and NASA management 

ignored the prediction. In 1986, on the evening prior to the 

Challenger launch, the Space Shuttle Challenger manager of 

the solid rocket motors at Morton-Thiokol predicted to both 

his management and Space Shuttle management the failure 

was going to occur in the cold temperature that the 

Challenger was going to launch in. This prediction was 

based on previous Space Shuttle single O-ring failure that 

had occurred on the previous Space Shuttle launch only 

during a little warmer weather.  

 

The outside temperature at the Kennedy launch pad for the 

Challenger was even colder that the previous coldest launch 

temperature and the Morton-Thiokol engineering manager 

knew the Challenger’s O-rings would be even stiffer than 

previous launches and thus would allows some thrust 

leakage to occur.  The early signs of premature failure were 

present on the retrieved Challenger SRM “O” rings 

confirmed the total failure predicted by the Morton Thiokol 

engineering manager.  

 

The Morton-Thiokol SRM engineering manager predicted 

the “O” ring failure to both Morton-Thiokol management 

and NASA management, but at the time, equipment failures 

were believed to be instantaneous and random (and thus 

unpredictable and unpreventable) and so both Morton-

Thiokol and NASA  

 

Figure 7. The Space Shuttle Challenger SRM O-Ring 

Failure of the Space Shuttle Challenger “O” Ring Was 

Recorded On Video before Lift-Off on the Launch Pad 

 

Space Shuttle management ignored the SRM engineering 

manager’s prediction.  Therefore, focus of the Challenger 

failure analysis was on the parts that failed during launch 

rather than on the technical and management decisions that 

occurred that would have prevented the equipment to fail. In 

1986, Space Shuttle mission control and flight team 

technical and management personnel were trained to react to 
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surprise Space Shuttle equipment failures after they 

occurred.  

 

Technical and management personnel were not trained to 

identify the information that would have prevented a failure 

from occurring because theoretically, equipment failures are 

instantaneous and random and so cannot be predicted nor 

prevented. Today, with the dismissal of probability 

reliability analysis (PRA) as a viable tool to quantify 

equipment usable life, the Challenger failure can be 

understood so that it will not be repeated. 

 

 

Figure 8. The NASA Space Shuttle Challenger SRM 

Tank Pressure Telemetry Behavior When O-Rings 

Failed 

 

Figure 9. An Empty Challenger Mission Control At JSC 

Prior To Launch of the Space Shuttle Challenger 

 

The available real-time launch vehicle telemetry and real-

time video available from the NASA Challenger launch in 

1986 during the launch pad checkout and launch operations 

identified the failure of the “O” rings at lift-off. This video 

and the subsequent drop in solid booster tank pressure 

telemetry at the instant the hole was made in the solid motor 

caused the lateral movement of the Challenger 73 seconds 

after lift-off indicating that the Challenger had been shoved 

hundreds of yards horizontally. This caused the failed solid 

booster segments with the failed “O” ring to flex and 

separate enough so that the leaking field joint that had been 

closed at lift off due to vertical forces would open allowing 

the propellant thrust to escape and burn into the center tank.  

There were no less than four prognostic markers/identifiers 

present for the Challenger launch data that was included in 

the failure analysis report, collected and recorded, anyone of 

which should have been recognized that a catastrophic 

failure was going to occur. The prognostic markers that 

could have been used to stop the Challenger launch present 

include: 

 

ü The damaged “O” ring data from previous Space Shuttle 
launches at a cold temperature launch provided by 

Morton-Thiokol SRM engineering manager 

ü The burn-through of the solid booster “O” rings at lift-

off clearly visible at solid rocket motor ignition on 

available video data. This burn through would have 

been identified by engineers trained in prognostic 

analysis if present during launch evaluating real-time 

telemetry. The Challenger flight director would have 

been instructed to terminate the launch at burn-through, 

dousing the solid rocket motors with water.  

 

ü The significant drop in solid rocket motor fuel tank 

pressure in telemetry after the hole in the side of the 

solid motor tank occurred (see SRM tank pressure 

telemetry figure below) but no engineers were 

monitoring the data in real-time 

 

ü The Space Shuttle mission control room did not have 

any subsystem personnel stationed at the strip chart 

recorders, evaluating real-time analog telemetry from 

the Challenger prior to lift-off. The lack of engineering 

analysts to evaluate all Shuttle telemetry/information 

searching for prognostic identifiers were not used to 

save cost, because NASA believes that failures are 

instantaneous and random (Markov property) and so 

cannot be predicted nor prevented and so the 

engineering personnel were not necessary.  

 

ü All the Space Shuttle telemetry/data was recorded and 

displayed on strip chart recorders for use in the event of 

a failure to be used in a failure analysis. 

 

There was abort actions available that would have been 

taken in the event that a failure in the solid rocket motor 

were detected in the video and telemetry. The Space Shuttle 

main engine was to be ignited using fuel from the central 

tank early, while the Space Shuttle was going at a high 

enough speed, the solid rocket motors could have been be 

jettisoned early. Because the engineering personnel were 

removed from monitoring the mission control strip-chart 

recorders, no one was evaluating the telemetry real-time to 

identify a launch abort was necessary.  

 

It is our hope that when the technical and management 

personnel recognize the extreme value of the information 

provided by telemetry to make decisions with in equipment 

telemetry related to equipment usable life, program 

Expected 

Actual 



9 

 

management will use the information made available to 

them from telemetry. In the past, decisions were made by 

management personnel using program management 

experience for manned space flight operations, which is the 

wrong experience to use rather than flight operations 

experience.  

 

 

VII. RESULTS FROM THE PROGNOSTIC 

ANALYSIS COMPLETED ON THE NASA SPACE 

SHUTTLE COLUMBIA ACCIDENT THAT 

OCCURRED IN 2003 
[ 11] 

 

In 2007, the author submitted a prognostic analysis of the 

Space shuttle Columbia accident to NASA HQ, Safety and 

Mission Assurance Office. Unlike the engineering analysis 

that was completed that uses past equipment information to 

determine past equipment behavior with certainty, a 

prognostic analysis uses the very same past equipment 

information about behavior to predict future equipment 

behavior with certainty.   

 

The available Space Shuttle real-time data/telemetry from 

the NASA Columbia during launch showed the debris that 

damaged wing and subsequent accident in 2003 was not 

evaluated until long after the accident occurred during 

failure analysis/data review. This engineering analysis 

determined an impact had occurred to the wing, causing 

internal damage to the Shuttle wing.  

 

A prognostic analysis would have required personnel to look 

at the available telemetry to determine if damage to the 

Shuttle wing occurred during launch. A person trained in 

prognostic analysis would have enforced the management to 

at least, look at all the information that was available before 

making decision to reenter earth atmosphere. Columbia 

Space Shuttle wing telemetry data confirmed the significant 

wing damage occurred. This information was found long 

after the accident. The sensor data was not analyzed after 

arriving on-orbit due to the magnitude of the effort, until 

after the failure already occurred in the failure investigation.  

This action is consistent with traditional diagnostics 

practices/techniques used throughout the space industry to 

ignore information when it is both time consuming and labor 

intensive and the risk appears extremely low. The Space 

Shuttle was the most instrumented vehicle with equipment 

telemetry ever produced.  

 

This action is consistent with traditional diagnostics 

practices/techniques used throughout the space industry to 

ignore information when it is both time consuming and labor 

intensive and the risk appears extremely low. The Space 

Shuttle was the most instrumented vehicle with equipment 

telemetry ever produced. When management personnel do 

not or cannot evaluate available information that was made 

available, a prognostician will ensure that the data would be 

at least looked at and factored in the decision making before 

making decisions. The prognostic markers/prognostic for the 

Columbia failure includes: 

 

ü The previous/known problem of Shuttle insulation foam 

falling off all Shuttle external tanks during ascent 

ü The real-time video data showing slabs of insulation 

falling from the external tank onto the Shuttle during 

ascent 

ü The potential for external tank insulation foam striking 

the Shuttle during ascent causing damage 

ü The availability of internal Space Shuttle wing 

telemetry to analyze whether damage had occurred 

 

There is one major similarity between the Space Shuttle 

Challenger failure and the failure of the Space Shuttle 

Columbia. In both the Challenger and Columbia accidents, 

NASA personnel consciously decided to ignore the technical 

information provided and available from Space Shuttle 

telemetry.  

 

Figure 10. Real-Time Video of Space Shuttle Columbia 

Center Tank Foam Insulation Falling Causing Damage 

to Columbia during Launch 

 

For the Challenger, NASA eliminated the subsystem 

engineering team that evaluated real-time telemetry during 

launch readiness and launch to save money. There had been 

no problems in the past with the Space shuttle during the 

many successful launches that could be used to justify the 

engineering team and so management decided to eliminate 

the engineering positions. All the Space Shuttle Challenger 

telemetry was still recorded and archived, but the value of 

the knowledge from telemetry was ignored. For the 

Columbia failure, again NASA management chose to ignore 

the telemetry that was available from the Space Shuttle to 

determine if damage had occurred prior to authorizing the 

Columbia reentry. 
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VIII. RESULTS FROM USING PHM TO 

MEASURE EQUIPMENT USABLE LIFE ON 12 U.S. 

AIR FORCE GPS BLOCK I TEST & 

EVALUATION SATELLITES 
[13] [5]

 

 

A prognostic analysis was completed routinely on the 

telemetry from all 6 of the U.S. Air Force Global Positioning 

System (GPS) Block I on-orbit satellites between 1978 and 

1988 by the author who was the Boeing GPS Space and 

Ground Segment Manager at the Air Force Satellite Test 

Center (STC) located at the Sunnyvale Air Force station in 

Sunnyvale CA. The development of the prognostic analysis 

using the satellite telemetry was necessary because of 

internal conflicts within the Air Force at the STC and the 

AFSMSC would not allow the engineering staff the 

spacecraft telemetry desired but only 40 minutes of 

telemetry a day. We had access to 10 minutes of GPS 

satellite telemetry, every 6 hours.  

 

The STC used a conglomeration of remote tracking stations 

that were built for several different military space and 

aircraft missions and so were not the same in capability and 

performance. Unlike the NASA communications systems for 

routing telemetry to remote locations, the Air Force remote 

tracking stations used a wide variety of commercially 

available space and ground secure and non-secure 

communications  systems to get the satellite telemetry to the 

STC. Commercial communications links had a 1 x 10
-6

 BER 

and so was often a source of noise in the telemetry.  
 

 
 

Figure 11. The Air Force Satellite Test Center, Onizuka 

AFS, Mission Control for many Air Force Space 

Missions, Located  in Sunnyvale CA. 

With very little telemetry to evaluate the condition of the 

spacecraft equipment, we scientifically analyzed the 40 

minutes of telemetry hoping to identify any prognostic 

markers that indicated that equipment was suffering from 

accelerated aging and would fail in the near future.  

 

Six additional GPS Block I satellites were in different stages 

of manufacture at the satellite factory and the test data from 

their equipment was used to complete the prognostic 

analysis of the six on-orbit GPS satellites.  

 

Table 3. Summary of GPS Block I Satellite TT&C 

Subsystem Design and Performance Parameters 
[11] 

 

Spacecraft Parameter GPS Satellite 

Attitude Stabilization 3-Axis 

Orbit Altitude 10,1000 miles 

Orbit Period 12 hours 

Orbit Inclination/Shape 63 degrees/Circular 

Nodal Regression 0.03
0
/day 

Telemetry Rate 4Kb/sec 

Telemetry Avaialable for 

Prognostic Analysis 
40 min/day/satellite 

Basband Modulation PCM 

Bus Voltage 28V, regulated 

# Telemetry Measurements 170 

Telemetry Measurement 

Sampling Frequency Used 
Once/second/6 hours 

Satellite Weight/EOL Power 1744 lbs./400 watts 

Mission Life 4 years 

TT&C Format/Frequency SGLS/1.7 GHz-2.3 GHz 

Command Encryption Ki-23 

Launch Vehicle Atlas F 

TT&C Antenna Coverage Omni 

Apogee Injection Engine Star 37 SRM 

Main Body Dimensions 4.5 ft cube 

Deployed Length 17 ft 

Propulsion system Hydrozyne, 0.1 lbf 

 

 

.  

 

Figure 12.  Air Force GPS NAVSTAR 1 Satellite in 

Factory Integration & Test and Launched on an Atlas F 

from Vandenberg CA in February 1978. 
[22] 

 

The test data from the six GPS Block 1 satellites at the 

factory was searched for the presence of transient behavior, 

which was often found.  The venders of the GPS subsystem 
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equipment with transient behavior were contacted and asked 

to explain the source of the transient behavior in the test 

data. The vender personnel stated that transient behavior was 

caused from systemic noise and was to be ignored.  

 

At the time, it was not considered possible to predict 

equipment failures because according to the reliability 

analysis engineering personnel, equipment failures were 

instantaneous and random (the Markov property) and so no 

past behavior was related to future behavior.  

 

The on-orbit GPS satellites, NAVSTAR 1 through 

NAVSTAR 6 suffered from a variety of premature 

subsystem equipment failures and complete satellite and 

launch vehicle failures that caused a large degradation in 

system-wide payload performance that threatened the future 

funding of the next generation satellite-based navigation 

system.  A failure analysis was always completed for each of 

the equipment that failed prematurely because the Air Force 

was planning to purchase over 100 additional GPS satellites 

and wanted to ensure that all design and systemic design 

problems were corrected before the purchase. 

 

 

Figure 13. Post Processing Results from the Prognostic 

Analysis Completed on the GPS NAVSTAR 1 using 

Rubidium Atomic Clock’s SGLS Telemetry and Master 

Control Station Kalman Filter Data 
[5]

 

 

Prognostic analysis were completed beginning in 1978 

identified the presence of NRTEs (accelerated aging) in the 

telemetry from the many on-board NiCd batteries that were 

essential for electrical power during earth and lunar eclipses 

and atomic frequency standards used to generate GPS 

timing. An NRTE was also identified in the GPS Kalman 

filter data generated from the GPS satellite atomic clocks 

and other satellite equipment that failed prematurely. The 

NRTE were misdiagnosed as systemic noise and ignored 

because engineering personnel believed it was not possible 

to measure equipment usable life and predict equipment 

failures. 

 

In March 1983, 2 of the four reaction wheels on NAVSTAR 

5 (SV-7) were experienced an NRTE in wheel speed 

telemetry. This behavior indicated that two of the four 

reaction wheels were increasing in stiction and that both 

reaction wheels would lock up causing full loss of satellite 

attitude control. The behavior of the telemetry allowed the 

failure of both reaction wheels to be predicted with certainty. 

 

Two weeks later, both NAVSTAR 5 reaction wheels froze 

and a subsequent loss of satellite attitude control and a 

$75,000,000.00 financial loss occurred.  Prior to the 

simultaneous failure of the NAVSTAR 5 reaction wheel 3 & 

4 in 1983 (see Figure 13), the GPS NAVSTAR 5 satellite 

TT&C Motorola SGLS RF telemetry Transmitter unit #1 

(see behavior preceding failure in Figure 15) failed 

prematurely in 1981. The back-up transmitter unit # 2 was 

powered on using a 100% duty cycle.  

 

Figure 14. Post-Processing Results from the Prognostic 

Analysis completed on the Telemetry from the GPS 

NAVSTAR 5 Reaction Wheel Assembly 
[17] 

Illustrating 

Transient Behavior (red oval) Preceding Simultaneous 

Wheel Failure 

 

If the NAVSTAR 5 reaction wheels had been spun-up to 

2000 rpm to increase the wheel assembly temperature, the 

lubrication would have soften and migrated into the wheels 

and stopped the increase in reaction wheel stiction and the 

loss of NAVSTAR 5 would not have occurred.  

 

Figure 15. Post-Processing Results from the Prognostic 

Analysis Completed on the GPS NAVSTAR 5 Motorola 

SGLS TT&C RF Transmitter Unit 1 RF Power Output 

Telemetry 

 

Figure 15 is the results from the prognostic analysis 

completed on the analog telemetry from the NAVSTAR 5 

TT&C Motorola RF transmitter unit 1. It revealed a transient 

event occurring in the RF power telemetry measurement 

several hours prior to the transmitter failure. The NAVSTAR 

5 Motorola TT&C RF transmitter failure analyses concluded 

Wheel 3 Speed 

Wheel 1 Speed 

Wheel 2 Speed 

Wheel 4 Speed 

March 1983 April 1983 
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that the third stage of the RF 3-stage amplifier had failed due 

to premature aging.  

 

Table 4. Summary of GPS Satellite Subsystem Equipment 

Premature Failures that Exhibited a Transient Event 

Observed (TEO) on GPS NAVSTAR 1-3 Satellites 
[17]

 
 

GPS SATELLITE ON-

ORBIT SUBSYSTEM 

EQUIPMENT FAILURE 

N
A

V
S

T
A

R
 

1
 

N
A

V
S

T
A

R
 

2
 

N
A

V
S

T
A

R
 

3
 

Rb Frequency Standard 1 

Primary Mode 
TEO TEO TEO 

Rb Frequency Standard 2 

Primary Mode 
TEO TEO TEO 

Rb Frequency Standard 3 

Primary Mode 
TEO TEO TEO 

Rb Frequency Standard #1 

VCXO Mode 
TEO TEO TEO 

Rb Frequency Standard #2 

VCXO Mode 
TEO TEO TEO 

Rb Frequency Standard #3 

VCXO Mode 
TEO TEO TEO 

Solar Array Thermistor TEO N/A TEO 

Battery #3 Over 

Temperature 
TEO TEO TEO 

Catalysts Bed 0.1 lbf 

Thruster Heater 
TEO N/A N/A 

N/A: Not Applicable 

 

The prognostic analysis concluded that the transient event 

observed may not have been the first one and so the 

accuracy of the prediction of remaining usable life was not 

made. The transient event did conclude that the Motorola 

GPS Satellite SGLS RF transmitter would be failing 

prematurely.  

 

The prognostic analysis completed on the GPS spacecraft 

subsystem equipment failures in Table 4 and Table 5 were 

completed during the GPS program’s test and evaluation 

(T&E) phase (circa 1980).  

 

Figure 15 illustrates the NRTE present in the NAVSTAR 5 

Motorola RF Transmitter telemetry preceding the unit failure 

in 1981. This NRTE was diagnosed as systemic noise by the 

equipment vender.  

 

Table 4 and Table 5 summarize the results from the many 

prognostic analysis completed on the GPS program by the 

contractor’s spacecraft subsystem engineering team on GPS 

spacecraft equipment failures that occurred from the first 

launch in February 1978 through 1984 on NAVSTAR 1-6.  

 

Table 5. Summary of GPS Satellite Subsystem 

Equipment Premature Failures that Exhibited a 

Transient Event Observed  (TEO) on GPS NAVSTAR 4-

6 Satellites 
[17] 

 

GPS SATELLITE ON-

ORBIT SUBSYSTEM 

EQUIPMENT FAILURE 

N
A

V
S

T
A

R
 

4 

N
A

V
S

T
A

R
 

5 

N
A

V
S

T
A

R
 

6 

Rb Frequency Standard 1 

Primary Mode TEO TEO N/A 

Rb Frequency Standard 2 

Primary Mode TEO TEO N/A 

Rb Frequency Standard 3 

Primary Mode TEO N/A N/A 

Rb Frequency Standard 1 

VCXO Mode TEO N/A N/A 

Rb Frequency Standard 2 

VCXO Mode TEO N/A N/A 

Rb Frequency Standard 3 

VCXO Mode TEO N/A N/A 

Cs Frequency Standard 4 TEO N/A N/A 

RF Transmitter 1 N/A TEO N/A 

Reaction Wheel 1 N/A TEO N/A 

Reaction Wheel 2 N/A TEO N/A 

Battery 3 Over 

Temperature TEO N/A N/A 

Catalysts Bed Thruster 

Heater TEO N/A N/A 

N/A: Not Applicable 

 

The information from the six Block 1 GPS satellites in 

production at the factory was used to confirm the presence 

of NRTEs in equipment data from the vender is included in 

this paper.  

 

Some of the technology used on the GPS satellites was new 

to the Air Force GPS Program Office personnel such as L-

Band downlinks, SGLS PRN ranging, CDMA spread 

spectrum modulation, atomic frequency standards and a 12 

hour high inclination satellite orbit that required a “noon 

turn”. As a result, the Air Force personnel were highly 

motivated to pay the builder to complete many engineering 

analysis so that they could learn about the equipment 
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behavior hoping that it would lead to decisions that would 

improve the performance of the GPS space segment during 

test & evaluation (T&E).  

 

The results from all the prognostic analysis that were 

completed during the T&E phase of the GPS program were 

used by the Air Force GPS Program Office Air Force 

officers to improve the design and safety of the next 40 GPS 

satellites purchased from the same builder. These 

improvements and design changes include: 

 

 Identify that the GPS satellite thermal blankets were 

degrading faster than expected and thus an increase in 

the number of silver and gold multi-layer Mylar and 

Kevlar thermal blankets were added on future GPS 

satellites;  

 A redesign of the #3 NiCd battery thermal radiators to 

allow the temperature to be controlled completely by the 

thermal heaters 

 Increase the amount of adhesive used on telemetry 

sensors located outside the main body of the satellite;  

 The need to use four atomic clocks per GPS satellite 

instead of three. 

 Internal design changes to the GPS space-qualified 

rubidium and cesium atomic clocks to increase their 

usable life, performance and frequency and drift 

stability characteristics.  

 Add 2 additional 0.1 lb thrusters to increase the 

opportunities to complete delta-V for period control. 

 

 

IX. RESULTS FROM USING PHM TO 

MEASURE EQUIPMENT USABLE LIFE ON 4 AIR 

FORCE’S ATLAS E AND F LAUNCH VEHICLES  

USED TO LAUNCH GPS BLOCK I SATELLITES 

TO MEO 

 

The Army-Air Force Atlas ICBM was reassigned as a launch 

vehicle due to failures in the silos of the thin-walled, 

lightweight first stage fuel tank that required fuel for 

rigidity. Beginning in 1978, ten Air Force GPS Block 1 

satellites were launched using modified Atlas launch 

vehicles designated the Atlas E & Atlas F. The Atlas was 

chosen because they were readily available, cost $15M each 

and were easily modified for the many different satellites the 

Air Force was launching at the time.  

 

In 1981, President Reagan ordered that all military and 

government satellites including the 100 proposed GPS Block 

II satellites be launched using the Space Shuttle. NASA had 

built five Space Shuttles planning to use all five to support 

the launch of all NASA and all military satellites and many 

commercial satellites.  

 

Over the several hundred Atlas launches, the Atlas had a 

premature failure rate of 1 in 7 launches. This failure rate 

occurred on the launches of the GPS satellites as well.  The 

Atlas F used the Star 37E as its upper stage SRM for placing 

each satellite into an elliptical orbit with a 12,000-mile 

apogee and 90-mile perigee. The GPS satellite also used the 

Star 37E SRM to raise perigee to 12,000 miles, making a 

circular orbit with an altitude of 12,000 miles.  

 

 
 

Figure 16. Air Force Atlas F Launch Vehicle used to 

Launch GPS NAVSTAR 1 through NAVSTAR 10 

between 1978 and 1986 

 

The first Atlas F launched the first GPS satellite in February 

1978. It was not until the third launch that a prognostic 

analysis was completed on Atlas launch vehicle during 

launch readiness activities by the author on the 

data/telemetry during launch readiness at Vandenberg AFB. 

As the GPS Space and Ground Segment Manager, the author 

directed the launch of the first seven GPS launches for the 

contractor including the GPS engineering team at 

Vandenberg AFB.  

 

A summary of design and performance parameters of the 

Atlas E/F include: 

 

 Gross mass: 125,000 kg (275,000 lb).  

 Rocket Height: 29.20 m (95.80 ft).  

 Rocket Diameter: 3.05 m (10.00 ft).  

 Thrust: 1,731.00 kN (389,144 lbf).  

 Expected Apogee: 20,000 km (12,000 mi).  

 First Launch: 1978.02.22. (NAVSTAR 1) 

 Last Launch: 1980.04.26. (NAVSTAR 5) 

 Rocket Loaded: 117,826 

 Rocket empty mass : 4,926 kg.  

 Rocket Total Thrust : 86.30 kN.  

 Rocket (Vacuum) Specific Impulse 316 seconds.  

 Number of Atlas E/F Rockets used: 6. 

 Rocket Fuel:  Lox/Kerosene propellant 

 

In the author’s position, he directed the GPS Atlas launch 

team at Vandenberg AFB, SLC 3E and 3W to ensure that 

there was no transient behavior identified in the Atlas launch 
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readiness data. The analysis was not completed on the SV-5 

launch readiness data and the SV-5 Atlas F launch vehicle 

failed at lift off.  

 

Table 6. The Use of the Air Force Atlas E & F Launch 

Vehicle History on the GPS Program 

 

N
A

V
S

T
A

R
 #

 

Contractor 

Satellite 

Identifier 

Launch 

Date 

Atlas 

Launch 

Vehicle 

Was a Prognostic 

Analysis 

Completed 

1 SV-1 2/78 F No 

2 SV-2 5/78 F No 

3 SV-3 1078 F Yes 

 4 SV-4 12/78 F Yes 

Note 1 SV-5 2/80 F No 

 5 SV-7 4/80 F Yes 

 6 SV-6 12/81 F Yes 

 7 SV-12 7/83 E No 

 8 SV-8 6/84 E No 

9 SV-9 9/84 E No 

10 SV-10 10/85 E No 

 
SV-11 

 
none No 

Note 1: SV-5 launch failed and SV-7 became NAVSTAR 5  

 

The GPS SV-5 satellite was to be NAVSTAR 5, but the 

Atlas F failed at lift off during the launch of SV-5. The 

Boeing SV-7 satellites replaced SV-5 for NAVSTAR 5. SV-

12 was the GPs Block 1 qualification vehicle. SV-1`2 was 

assembled and exposed to worse case environmental and 

operational conditions that met or exceeded what was to be 

experienced by each GPS satellite during launch and while 

on orbit. SV-12 was to be scrapped afterwards, due to the 

overexposure of the equipment to worse case conditions. 

However, SV-12 was refurbished and retrofitted with the 

first IONDS nuclear detonation detection subsystem and was 

launched and became NAVSTAR 7. SV-11 was transferred 

to the Air Force STP program and used to test new and 

different atomic clocks and other military payloads.  

 

Since so many GPS satellites were to be purchased, the Air 

Force hoped that the GPS satellite Bus would become a 

standard Bus for many military payloads. The Air Force 

hoped that a standard Bus for military satellites purchased in 

large number would be purchased at much lower cost. No 

other military space missions decided to use the GPS Bus 

and the idea for a standard military satellite Bus was 

forgotten. The company that purchased the company that 

produced GPS satellites had already established a long line 

of standard satellite Bus ‘and did not want to utilize the non 

recurring engineering cost of the GPS Bus. 

X. RESULTS FROM USING PHM TO 

MEASURE EQUIPMENT USABLE LIFE ON THE 

NASA/U.C. BERKELEY EUVE LEO SATELLITE 

SUBSYSTEM EQUIPMENT REMAINING USABLE 

LIFE 
[12]

 

 
[1]

 In 1994, after the NASA/U/EUVE LEO satellite had 

completed its primary mission, the U.C. Berkeley program 

mamanagement decided to use the EUVE satellite as a test-

bed to discover methods of collecting mission data while 

lowering the cost to opertae the Space Sciences Laboratory, 

Center for EUV Astrophysics (CEA) facility. 
[3]

  

 

 
 

Figure 17. Artist's Concept for the NASA/U.C. Berkeley 

EUVE LEO Multi-Mission Satellite 
[16]

 

 

The author, who was the EUVE Engineering Manager and 

EUVE Program Manager at the CEA decided to search the 

satellite equipment telemetry to identify transient events that 

preceded equipment failures. These transients could be used 

to eliminate the need for mission operations and routine 

engineering analysis of the satellite data routinely.  

 

The EUVE payload and Bus equipment analog telemetry 

was routed to the CEA using the NASA TDRSS space-based 

data relay system. NASA developed the CCSDS packetized 

format for data relay that increased the reliability of 

telemetry by eliminating the ppresence of an NRTE caused 

from RF and dataline noise. From eith poor S/N or Eb/No. 

This was important during the prognostic analysis completed 

on the EUVE satellite at the CEA becasue the telemetry at 

the CEA was noise free. All NRTEs present in telemetry  

were related to the equipment end-of-life. 

 

The results of the prognostic analysis successfully identified 

the presence of NRTEs that preceded each of the the satellite 

subsystem Bus equipment failures and the prediction for the 

remaining usable life matched with the actual remaining 

usable life within 5%.  

 

The results from measuring the NASA EUVE satellite Bus 

and telescope payload 10 high-voltage photon detectors 

telemetry remaining usable life using proprietary predictive 
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algorithms pioneered on the GPS program allowed the 

identification of the EUVE satellite subsystem equipment 

with an NRTE that was related to satellite end-of-life (EOL). 

 

 
 

Figure 18. The U.C. Berkeley, Space Sciences Laboratory 

Center for EUV Astrophysics (CEA) 

 

Table 7. Summary of GPS and EUVE Satellite Satellite 

Design and Performance Parameters included in this 

Paper 
[11] 

 

Spacecraft Parameter NASA EUVE  

Stabilized 3-Axis 

Orbit Altitude 275 nmi 

Orbit Period 90 minutes 

Orbit Inclination 28.5 degrees 

Orbit Shape Circular 

Nodal Regression 6.6
0
/day 

Telemetry Rate 10Kb/sec 

Telemetry Available for 

Prognostic Analysis 
99.9% 

Basband Modulation PCM 

Bus Voltage 28V regulated 

# of Analog Telemetry 

Measurements 
3600 

Satellite Weight 4,000 lbs. 

Satellite EOL Power 3,000 watts 

Mission Life 10 years 

T&C Format STDN S-Band 

RF Frequency 1.7-2.3 GHz 

T&C Format TDRSS 

Frequency 12 GHz 

Command Encryption None 

Propulsion None 

Attitude Control 3-Axis Stabilized 

Orbit Control Astronauts 

Launch Vehicle Atlas 1 

 

Table 8 summarizes only the EUVE Bus equipment whose 

telemetry had accelerated aging and the prediction for 

remaining usable life and the actual remaining usable life.  

The EUVE TDRSS TT&C Transmitter Unit A telemetry 

along with Transmitter B telemetry was to illustrate that 

there was not transient behavior in other equipment 

telemetry when Transmitter B telemetry exhibited 

accelerated aging (see Figure 19). Table 8 and Table 9 

summarize the results from the prognostic analysis 

completed only on the EUVE telescope’s multi-plate 

channel (MPC) EUV photon detector’s high voltage 

telemetry.  

 

Table 8. Summary from Measuring Remaining Usable 

Life on EUVE Telescope Detectors 1-4 High Voltage 

Telemetry Data 
[19] 

 

Table 9. Summary from Measuring Remaining Usable 

Life on EUVE Telescope Detectors 5-10 High-Voltage 

Telemetry Data 
[19]

 

 
[19]

 These results were also provided to the NASA GSFC 

space science directorate in a white paper as well as 

published with personnel from Lockheed Martin Space 

Systems Company located in Sunnyvale California at the 

International Telemetry Foundation conference in Las Vegas 

NV in 1996 and 1997 and the AIAA Smallsat Conference in 

Ogden UT in 1997. 
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Figure 19. Post-Processed Results from Measuring 

Remaining Usable Life of the EUVE Motorola TDRSS 

RF Transmitter Unit A and Unit B 
[19] 

 

 

Figure 20. Post-Processed Results from Measuring 

Remaining Usable Life on the NASA EUVE Rate Gyro 

Unit B using Gyro A, B & C Motor Current Telemetry
[19]

 
 

Both EUVE Satellite TT&C Motorola TDRSS RF 

transmitters used in Figure 19 were operated with a 100% 

duty cycle until TDRSS Transmitter B failed. Transmitter 

analog telemetry was available from both during the same 

periods. A comparison of the telemetry behavior between 

Transmitter A and Transmitter B in Figure 19 shows that 

there was no transient behavior present in the telemetry from 

the RF Transmitter unit A.  

 

The transmitter A & B telemetry in Figure 19 is from the 

same period as the transients were occurring in Transmitter 

B analog telemetry. The remaining usable life of Transmitter 

B was within 5% of the period predicted using our 

proprietary cumulative distribution, which was 5.1 months. 

The actual remaining usable life was 4.5 months.  

 

Table 8 and Table 9 summarizes the results from measuring 

the EUV telescopes high voltage photon detector telemetry 

usable life to identify the presence of accelerated aging 

indicating a detector was going to fail prematurely.  

 

Figure 21. Post-Processed Results from Measuring the 

Remaining Usable Life on NASA EUVE Satellite Rate 

Gyro Unit C using Gyro Motor Current Telemetry
[19]  

 

There was no accelerated aging found in any of the 10 EUV 

high voltage photon detector telemetry, indicating that none 

of the EUV photo detectors contained piece-parts that were 

degrading in performance faster than all the other parts. The 

high voltage photon detectors were predicted to function 

normally for at least one more year. All EUV photon 

detectors operated normally until the EUVE satellite burn-in 

over Egypt in 2002.  

 

 

XI. RESULTS FROM USING PHM TO 

MEASURE EQUIPMENT USABLE LIFE ON THE 5 

NASA/NOAA GOES NEXT I–M SATELLITES 

 

In 1993, five of the GOES Next I-M geostationary weather 

and communications satellites were in different phases of 

assembly at the satellite factory located in Palo Alto 

California.
18   

In 1983; NASA had awarded the contract for 

five GOES Next spacecraft to SSL. NASA decided to switch 

from spin-stabilized to a 3-axis stabilized attitude control 

subsystem due to the staring ability for the imager and 

sounder. The staring imager and sounder from using a 3-axis 

stabilized satellite allowed higher precision and more 

frequent images to be down linked.  

 

Over the 5-year life of the GOES Next program from 1984 

to 1989, NASA required the builder to increase the size of 

the structure and many of the GOES Next I-M Bus 

equipment capabilities, particularly in the T&C equipment.  

 

Under cost and schedule complaints from Congress, the 

builder decided to use the techniques it used on commercial 

communications satellites and skip the ATP process on all 
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the new boards and simply glued all the new boards to the 

inside of the satellite structure without an enclosure. They 

were used in the vehicle level ATP but did not receive 

equipment level ATP and may have been more susceptible 

to premature failure. 

 

The results from the prognostic analysis completed on the 

GOES Next I satellite by the author who was the NASA 

GOES Next spacecraft manager at the builders facility 

showed that there were no NRTEs in any of the GOES Next 

I satellite telemetry after ATP was completed.  

 

To save the cost of paying for permanent test technicians, 

the GOES Next I-M builder used technicians employed by a 

local employment agency to meet an aggressive integration 

and test schedule. That they had no input on thus motivating 

the temporary test personnel to overlook any behavior in the 

spacecraft equipment test data that would slow down the test 

schedule and increase risk of missing the delivery date and 

earning the builder a contractual financial penalty.  

 

The GOES Next I satellite was the only satellite to have a 

full prognostic analysis completed by the author who was 

the NASA spacecraft test manager, of the five GOES Next I-

M satellites. As a consequence, only the GOES Next I 

satellite did not suffer from premature failures.  

 

The GOES Next I-M satellite subsystem equipment 

sufferred from many piece-part failures during ATP and 

while on-orbit. The GOES Next I satellite electrical power 

control and distribution (PCU) unit on GOES I suffered at 

least 5 different failures and was finally scrapped becasue so 

many different parts had failed and required replacement. 

The government quality inspectors (DCMC) finally agreed 

that the reliability of the power control unit was in question 

and needed to be scrapped.  

 

The personnel who test and repair the satellite subsystem 

equipment in the factory environment are not experienced in 

the reliability analysis engineering completed by reliability 

engineering personnel and the information that spacecraft 

subsystem equipment suffer so many failures during test is 

not considered unusual. It is statistically impossible for one 

unit to suffer from 2 random part failures. The personnel in 

I&T are not aware of the statistical significance of one unit 

suffering from many failures and this information is not 

being provided to the reliability engineering staff. 

 

The NASA/NOAA GOES Next I satellite was launched  

successfully in March 1994 using an Atlas launch vehicle. 

The GOES Next I-M satellites were designed with a 5-year 

mission life, the GOES I functioned nominally for 8.5 years. 

In 1995 following launch, the GOES Next J momentum 

wheel/reaction wheel assembly began to exhibit a resonance, 

indicating a premature failure was going to occur. GOES 

Next J failed prematurely in 1997.  

 

 

 
 

Figure 22. The $300M SSL/NASA/NOAA GOES Next I 

(GOES 8) Satellite after Final Factory Test Just Prior to 

the Prognostic Analysis Completed in Palo Alto CA. 
 

 

 

Table 10. Summary of GOES Next I-M Satellite Design 

and Performance Parameters included in this Paper 
[11] 

 

Spacecraft Parameter NASA GOES I-M 

Orbit Altitude 22,000 miles 

Orbit Period 24 hours/Geostationary 

Orbit Inclination 0 degrees 

Orbit Shape Circular 

Nodal Regression < 0.1
0
/day 

Telemetry Rate 2 Kb/sec 

Telemetry Collected 99.9% 

Basband Modulation PCM 

Bus Voltage 42V regulated 

# of Analog Telemetry 

Measurements 
200 

Payload Data Rate 2.1 Mb/sec 

Satellite Weight 1876 lbs 
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Satellite EOL Power 1050 Watts 

Mission Life 5 years 

TT&C Format STDN 

TT&C Frequency 1.7-2.3 HGz 

TT&C Antenna Coverage 

at Geostationary Altitude 

Spiral Conical Providing 

Earth Coverage 

Main Body Dimensions 7 ft cube 

Deployed Length 88 ft 

Launch Vehicle Atlas I & IIA 

Attitude Control 3-Axis Stabilized 

Propulsion System Bi-Propellant 

Station Keeping 5 lbf Thrusters 

Orbit Raising 100 Lbf liquid Engine 

Pointing accuracy (3 

sigma) of antenna 

±0.25º in roll, pitch and 

yaw 

Payload Pointing  

(roll, pitch, yaw) 

±9.1 µrad, ±9.4 µrad, ± 

73.3 µrad in 90 minutes 

Solar Array size 4.8 m x 2.7 m 

 

Although NOAA was very pleased with the weather data 

from the staring GOES Next imager and sounder, the poor 

on-orbit reliability of the SSL produced GOES Next J-M 

satellites that did not receive a full prognostic analysis 

motivated NASA GSFC management to take away 5 GOES 

Next N-R satellites from SSL and award them in a 

competitive bid to Boeing. According the GAO report, 

NASA failed to make the contractors involved in the GOES 

Next program perform engineering testing required on large 

projects.  

 
[26]

 Due to the poor reliability of the GOES I-M satellites 

from equipment that failed prematurly to function as desired 

and built and tested by SSL, the NASA GOES Next program 

management at NASA GSFC decided to take away the 5 

GOES Next N-R satellites and award them to another 

satellite builder in a competitve bid process. Boeing won the 

GOES Next N-Q satellites and Lockheed Martin in Denver 

won GOES Next r & S with options for GOES Next T_V 

satellires.  

 

Due to the GOES Next K-M still in kitting, most of the 

satellite equipment telemetry did not receive a prognostic 

analysis. After GOES Next management discovered that the 

builder did not subject some of the satellite equipment to 

equipment level acceptance testing, NASA program 

management directed the builder to overstress the equipment 

during vehicle level ATP.  

 

As each NOAA/NASA GOES Next satellite was launched, 

NOAA received imager and sounder data, NOAA authorized 

NASA to make improvements to each of the GOES Next I-

M satellites on-board equipment including the IR imager and 

sounder by ITT. Althoough NOAA and NASA are 

extremely pleased with the mission data and the achieved 

usable life of the GOES Next I-M satellites in general, 

because several of the GOES Next I-M satellites achieved 

their desired mission life and longer some exceeded the 

desired 5 year mission life with time in on-orbit storage 

mode, each GOES Next I-M satellite suffered from many 

premature equipment failures from equipment with 

substantial previous use in space on other satellites.  

 

 
 

Figure 23. An Artist Concept of a Deployed $300M 

SSL/NASA/NOAA GOES Next J (GOES 9) Satellite that 

Failed Prematurely in 1997 

 

Table 11. Summary of the Results from the Prognostic 

Analysis Completed on the 5 NASA/NOAA GOES Next 

I-M Satellites After ATP and before Launch 
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I Yes none 5 9 11/94 5/03
3
 

J 80% many 5 2 9/95 1998 

K
 1, 2

 10% many 5 11 7/98 12/09
3
 

L 
1, 2

 10% many 5 11 6/06 6/11
3
 

M 
1,2

 10% many 5 7 4/03 N/A 

Note 1: A full prognostic analysis was not completed. Note 2: Builder and 

NASA would not provide information on the number of premature failures 
that has occurred on GOES Next K-M satellite. Note 3: The GOES Next 

exceeded their mission life after their imager and/or sounder failked because 

of the multiple other payloads that were on-board continued to provide 
useful data or useful services.  
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Had no GOES Next I-M equipment sufferred from 

premature failures, the usable life of all GOES Next I-M 

satellites mean mission duration would have been much 

longer. For on-orbit space systems, the average time the 

system is operational before a mission critical failure occurs. 

The mean mission duration is equivalent to mean time to 

failure (MTTF) for non-repairable/non serviceable ground 

systems. 

 

After the poor reliability of the GOES I-M satellittes due to 

the high number of premature failures on equipment with 

previous flight history on-orbit, NASA GSFC initiated a new 

contractual requirement for spacecraft builders that future 

GOES satellite delivery would occur on-orbit along with 

payment to the builder for work completed.  

 

The follow on contracts for NASA GOES Next satellites 

also requires a free satellite to be provided in the event of a 

premature satellite failure like the one on the NASA/NOAA 

GOES J (GOES 9) satellite whose insurance premium is 

paid for by the tax payer in the contract award. If NASA will 

begine to require spacecraft suppliers to measure equipment 

usable life and replace the equipment that will fail 

prematurely, the requirement for space insurance can be 

dropped and NASA satellites will stop failing prematurely, 

meeting and exceeding mission life requirements and 

achieving mission success. 

 

 

XII. CONCLUSION 

 

Intelligent equipment capable of deciding whether the 

actions requested from it can be accomplished using 

common analog equipment telemetry are superior to some 

program management personnel decisions made on the 

NASA reusable space boosters who may not have acquired 

the flight experience to make flight related decisions have 

proved to be invaluable in increasing safety and mission 

assurance. Adopting a PHM program on the NGRSB will 

provide the technical justification for the Air Force’s next 

generation reusable launch vehicle to be instrumented with 

analog telemetry and launch teams manned during all launch 

rehearsals, pre-launch and launch operations.  

 

A PHM used to measure equipment usable life will ensure 

that the Air Force’s RSB program managers will rely on 

engineering data and engineering and prognostic analysis for 

mission critical decisions. A PHM will provide on-board 

equipment that will not fail prematurely for achieving 100% 

mission success. The acceptance of prognostic technology 

and the use of a prognostic analysis by the Air Force Space 

and Missiles systems Center will stop program management 

ignoring the data generated specifically for use in decision-

making. Although the decisions by NASA management may 

remain unchanged, having the engineering data available for 

decision-making before conclusions are made will increase 

the likelihood that a correct action will result. Prognostic 

analysis removes decision making from personnel who may 

not be experienced in data reduction and analysis techniques 

and forces the use of all data to be accumulated, analyzed 

and the results provided to personnel to make decisions 

based on all available, relevant data.  
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